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ABSTRACT
Activity logs collected from wearable devices (e.g. Apple Watch,
Fitbit, etc.) are a promising source of data to facilitate a wide range
of applications such as personalized exercise scheduling, work-
out recommendation, and heart rate anomaly detection. However,
such data are heterogeneous, noisy, diverse in scale and resolution,
and have complex interdependencies, making them challenging to
model. In this paper, we develop context-aware sequential models
to capture the personalized and temporal patterns of fitness data.
Specifically, we propose FitRec – an LSTM-based model that cap-
tures two levels of context information: context within a specific
activity, and context across a user’s activity history. We are specif-
ically interested in (a) estimating a user’s heart rate profile for a
candidate activity; and (b) predicting and recommending suitable
activities on this basis. We evaluate our model on a novel dataset
containing over 250 thousand workout records coupled with hun-
dreds of millions of parallel sensor measurements (e.g. heart rate,
GPS) and metadata. We demonstrate that the model is able to learn
contextual, personalized, and activity-specific dynamics of users’
heart rate profiles during exercise. We evaluate the proposed model
against baselines on several personalized recommendation tasks,
showing the promise of using wearable data for activity modeling
and recommendation.
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1 INTRODUCTION
The development of wearable technologies has given people the
opportunity to measure and track their activities via mobile de-
vices (e.g. smart watches). Such devices collect various types of
data, including health-related measurements (e.g. heart rate) and
contextual measurements (e.g. location, altitude, activity type). An
example of such data (from endomondo.com) is shown in fig. 1. Har-
nessing this data to model fitness is beneficial for developing safer
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Figure 1: A representative example of our data collected
from endomondo.com. The figure contains measurements
during one workout, including route, speed, altitude and
heart rate sequences as well as overall statistics.

and more reliable activity-related services [1]. However, this re-
mains a challenging task for a number of reasons: (1) the collected
sequential data are often heterogeneous and the interdependencies
among different variables are hard to capture; (2) users’ activity
patterns and health conditions change over time; and (3) the data
has high variance across users, and while large datasets can be
easily collected, the amount of data associated with each user is
limited.

Researchers have recently sought to incorporate deep learning
techniques to capture the dynamics of sequential data. One of our
goals is to adapt such models to capture personalized dynamics in
GPS and heart rate data. Recurrent Neural Network (RNN) based
models [6, 13] have been proposed to model multivariate sequen-
tial data and shown promising performance [5, 20]. Compared
with traditional models, RNNs are able to learn complex non-linear
relationships between input variables. Furthermore, RNNs are con-
venient for modeling sequential problems with different input and
output structures (e.g. sequential inputs and sequential outputs, or
sequential inputs and numerical outputs). This allows us to straight-
forwardly design model variants for different prediction tasks on
our data. More recently, attention mechanisms [3] have further
boosted the performance of RNN based models due to their ability
to make the model aware of all previous hidden states.

In order to bring state-of-the-art models of sequential data to
bear on large datasets of fitness activities, it is important to ask
how we can personalize models of sequence data to individual users.
Personalization is crucial when modeling people’s fitness due to the
wide variation among individuals. For example, users may differ
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Figure 2: FitRec can be applied to two different tasks: work-
out profile forecasting and short term prediction.

significantly in comfort heart rate zones, adaptation ability for
different exercises, etc. Accounting for such differences requires
robust modeling techniques to capture the dynamics of both explicit
and implicit user-dependent features. An effective model needs to
efficiently learn both static and temporal features from historical
data.

In this paper, we address these challenges by exploring a large-
scale dataset of workout records and building a predictive model
leveraging context within and across workouts. Specifically, we
propose a Long Short-Term Memory (LSTM) based model FitRec
that takes as input user attributes and multiple workout measure-
ment sequences. FitRec infers static user embeddings based on the
attributes and temporal user embeddings from historical workout
measurements. By combining these inferred latent representations
of our users, FitRec can then be applied to (1) Quantitative tasks,
such as personalized sequential modeling to predict how workout
measurements (e.g. heart rate) will change across a workout, either
beforehand (i.e., based on a map of the intended route) or in real
time as the user exercises; (2) Qualitative tasks, such as identifying
important features that affect workout performance, or identifying
clusters of users based on common embedding structures; and (3)
Recommendation tasks, such as recommending alternate routes
that will achieve a target heart rate profile.

In particular, we evaluate FitRec on two quantitative tasks: ‘work-
out profile forecasting’ and ‘short term prediction’ as shown in fig.
2. In the former, we are concerned with predictions such as esti-
mating a user’s likely speed and heart rate profile given the activity
they intend to perform (e.g. cycling a particular GPS route); in the
latter we are interested in short-term prediction, e.g. determining
during an ongoing workout how the user’s heart rate will change
in the next few seconds or minutes. To apply to both tasks, FitRec
uses shared embedding layers while adapting a common predictive
component: a two-layer stacked LSTM module for workout profile
forecasting and an attention-based encoder-decoder module for
short term prediction. We also demonstrate the model’s capability
to provide personalized recommendations that could help users
toward their fitness objectives. Workout profile forecasting can
be used (for example) to recommend routes that match a user’s
desired exercise style, while short term prediction might be used
to dynamically help a user match their target heart rate. Fitness

and activity data have attracted interest in the data mining and
recommendation fields because they contain rich contextual in-
formation (e.g. spatial and temporal information) about users that
might complement existing recommender systems [2]. However,
there have been few works studying how these data can be used in
real-world recommendation applications.

The key contributions in this paper are threefold:
(1) We propose an LSTM-based model FitRec that considers con-

text both within and across workouts. FitRec infers static
user embeddings from user attributes and meanwhile learns
temporal embeddings from users’ recent workout sequences.
FitRec can be applied to various tasks by using either a two-
layer stacked LSTM module or an attention-based encoder-
decoder module. We show the model’s performance com-
pared with prior sequential modeling baselines such as Mul-
tilayer Perceptrons (MLP) [15] and Dual-stage Attention-
based RNNs (DA-RNN) [25].

(2) We demonstrate that FitRec can be used on two real-world
recommendation tasks: workout route recommendation and
short term heart rate prediction. We evaluate performance
in terms of standard recommendation metrics (e.g. AUC,
F1-score) and show that our model outperforms strong base-
lines.

(3) We contribute a workout dataset that contains over 250 thou-
sand workout records with multiple types of heterogeneous
sequential signals as well as metadata. To the best of our
knowledge, we are the first to release a large-scale dataset of
this type. Beyond the recommendation problems considered
here, such a dataset has significant potential for re-use in
research on heart rate data, sequence modeling, personaliza-
tion, etc.

While there are several works focused on analyzing human activi-
ties, we are (to the best of our knowledge) the first to investigate
personalized recommendation using sequential modeling methods
on fitness-oriented objectives and to conduct extensive experiments
on a real-world dataset.

2 RELATEDWORK
Our work focuses on leveraging recent advances in RNN-based
sequential modeling for fitness prediction and recommendation.
We discuss the related work from each relevant area as follows.
Mining Sensor Data. One line of work falls into the category of
pervasive computing, which studies how to collect and handle data
from mobile and wearable devices. The data may include various
types of human behavior such as sleep, exercise, surgery, health,
etc. [16, 19, 23]. [1] discusses the challenges and recent advances in
population-scale pervasive health research. Their work emphasizes
the importance of sensor data for uncovering the causal relation-
ships between human activity and health outcomes. [4] provides an
overview of data mining research in the healthcare domain and con-
cludes that the capability to build context-aware and personalized
decision systems is important for the pervasive sensing market.

Recently, there is a growing trend toward modeling human well-
ness using sensor data. Farseev et al. collected users’ exercise data
and proposed a model to combine social network information to
predict user wellness trends [9]. Particularly, they focused on BMI



(Body Mass Index) categorization during several periods for each
specific user. [7] focused on detecting physical exercise types given
limited training data. They extracted features from exercise data
(e.g. heart rate, distance) and proposed an AdaBoost-based method
to predict the exercise type (e.g walking, aerobics, running, etc.).
Both of these works focus on handcrafting features from sensor
data, which are then applied to classification problems. Although
similar in data modality, our work differs in terms of the prediction
tasks we consider, i.e., sequential modeling and sequence prediction.
Context-aware Modeling. Context-aware models have been suc-
cessfully applied in many fields with abundant contextual infor-
mation such as recommender systems, social networks, clinical
predictions, etc. [8, 24]. Like these applications, fitness and exer-
cise data naturally has heterogeneous input structure in the form
of sequential measurements and contextual information. In [18]
a recurrent model was proposed with a context-aware layer for
predicting a patient’s Blood Pressure (BP). The model considers
contextual input (e.g. age, gender, BMI) which is encoded via one-
hot vectors or numerical values. Experiments showed that adding
this contextual information to the model improves BP prediction
accuracy. Unlike their approach, we use attribute embedding and
contextual embedding modules consisting of LSTM layers to learn
from entire historical sequences. Furthermore, their blood pressure
measurement data does not consist of measurements within each
activity, which differs from the data we consider.
RNNbased sequentialmodeling. In recent years, Recurrent Neu-
ral Networks (RNNs) have shown remarkable effectiveness in mod-
eling sequential data, such as text, audio, and clinical data [20],
among others. [17] introduced an LSTM-based model to address
traditional multivariate time series prediction problems. They com-
bined Convolutional Neural Networks (CNN) with a recurrent skip
layer to capture both long- and short-term dependencies in time
series data. The model achieves significant improvements over Lin-
earSVMs and ‘vanilla’ RNNs. [25] proposed a dual-stage attention
model to solve the problem of exogenous time series prediction.
They designed an input level attention mechanism along with tem-
poral attention to capture the relations between input variables.
Similarly, we incorporate attention mechanisms in sequential data
to explore the relations between contextual variables in exercise
data.
Personalized Recommendation. Several works on personalized
recommendation have tried to incorporate content (e.g. item at-
tributes) and context (e.g. user clicks, purchases) to augment the
model in straightforward and typically ‘static’ scenarios (e.g. e-
commerce). Recently, researchers from both industry and academia
have sought to develop systems for personalized fitness recommen-
dation. [21] focused on personalized running route recommenda-
tion, by considering a variety of targets such as user preferences,
goals, and environment. [9] combined workout and social network
information from the same user in order to conduct wellness predic-
tion. However, neither of these works focus on modeling sequential
fitness data (e.g. heart rate sequences). Though [9] released a pub-
lic dataset, unlike ours it does not provide complete sequential
traces for each workout, but rather includes hand-crafted statistics
extracted from each sequence.

While prior work has considered fitness and activity modeling
from a variety of perspectives, we believe there is a research gap in

Table 1: Notation

Notation Description

Ttrain, Ttest training set and test set for two prediction
tasks

X, Z ∈ RN×T contextual sequences of the current and the
most recent workout

y, y′ ∈ RT target sequence of the current and the most
recent workout

a attributes associated with the workout
T length of input and target sequences
L the number of sampled data points L
N number of contextual sequences and each

sequence is associated with a variable.
m number of attributes
|ai | number of distinct values of the i th attribute
D1 dimension of attribute embeddings
D2 dimension of contextual embeddings
Eai ∈ R|ai |×D1 embedding matrix of the ith attribute
eai ∈ RD1 attribute embedding learned from the ith at-

tribute
et ∈ RD2 contextual embedding learned from histori-

cal workout sequences

terms of studying low-level sequential information (e.g. heart rate,
pace) as a means of learning more fine-grained models of users
and activities. This motivates us to model and publish a large-scale
workout dataset with heterogeneous sequential and attribute data,
and to conduct exploratory experiments on fitness recommendation
tasks. We expect that our work will facilitate future study of both
fitness and personalized heart rate profiling.

3 APPROACH
3.1 Notation and Tasks
Assume we are given N sequences X = (x1, . . . , xT ) ∈ RN×T

and one target sequence y = (y1, . . . ,yT ) ∈ RT , where xt =
(x1t ,x

2
t , . . . ,x

N
t ) ∈ RN ,yt ∈ R, and t ∈ [1,T ]. HereX can be consid-

ered as a combination of various contextual sequences (e.g. distance,
altitude) for the current workout and y is a target measurement
sequence (e.g. heart rate, speed). Further we assume there are N
historical contextual sequences Z = (z1, . . . , zT ) ∈ RN×T and one
historical target sequence y′ = (y′1, . . . ,y

′
T ) ∈ R

T , where Z and
y′ are from the most recent workout. For the dataset used in this
work, the number of sampled data points L for each sequence of
the workouts is equal. Therefore, we also assume the same lengthT
for all sequences in our model. Note that this is not a requirement
of our model, but merely a characteristic of the data we collect,
in which all sequences are quantized to have the same number of
samples regardless of the original workout duration. The model
can be adapted to various sequence lengths by a simple padding
strategy. Each workout is also associated with multiple attributes
a = (a1, . . . ,am ) (e.g. userID, sport type, gender). Our notation is
summarized in table 1.

We consider two types of sequential prediction problems: work-
out profile forecasting and short term prediction.

3.1.1 Workout profile forecasting. Given the contextual sequences
X, attributes a for a candidate workout, historical sequences Z and
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y′, as well as the total time of the workout, predict the entire target
sequence y = (y1, . . . ,yT ). Notably, the input and target sequences
correspond to the whole workout andT equals the total length L of
the workout. This prediction task might correspond to a scenario
where a user specifies a route as well as their desired total time
(i.e. how much time they plan to spend on the workout), and the
system estimates their likely heart rate profile.1

3.1.2 Short term prediction. Given the contextual sequences X,
attributes a for a candidate workout, historical sequences Z and y′,
as well as the previous target sequence (y1, . . . ,yT−1), predict the
target outputyT at time stepT . Here the input and target sequences
correspond to a fixed window of one workout (i.e. part of the whole
workout) andT equals the window size (i.e.T is smaller than L). This
task is essentially a form of auto-regressive modeling that allows
us to predict short term heart rate dynamics during an activity.

3.2 Relation Between the Two Tasks
Our two tasks differ in terms of their given inputs, prediction out-
puts, and application scenarios as shown in fig. 2.

Workout profile forecasting aims to predict a user’s workout
performance (including speed and heart rate) given an expected
workout time and route. The goal is to predict the overall trends
and characteristics of each measurement (e.g. max/min/avg heart
rate) before the user starts the workout. As a result, the model can
help the user find workout plans that meet their expectations on

1We also experimented with a variant where the total time was not provided as input,
but found there to be excessive variance between (e.g.) running/sprinting/jogging
styles such that heart rates could not be reliably estimated without first knowing a
rough intended speed.

performance, or could be used to find alternate workout routes that
are similar to their previous routes in terms of how the user will
respond to them. This model can be adapted to applications such
as training schedule recommendation, alternative route recommen-
dation, etc.

On the other hand, short term prediction focuses on forecasting
sequential measurements during an ongoing workout. This is simi-
lar to traditional problems of time series prediction with exogenous
variables [11, 25] but differs in that fitness data has measurements
both within and across activities which need to be modelled sep-
arately. Short term prediction is useful in scenarios like anomaly
detection and real-time decision making (e.g. advising a user that
they should slow down in the next minute to avoid exceeding their
desired maximum heart rate).

3.3 Model Structure
As shown in fig. 3, we propose two models: FitRec for workout
profile forecasting and FitRec-Attn for short term prediction.

Both models share the same basic structure consisting of a con-
textual embedding module and an attribute embedding layer. These
layers encode user attributes and historical information into an
embedded representation that captures their latent individual at-
tributes (e.g. their cardiovascular fitness, endurance, etc.) and can
facilitate personalized prediction. Following the embedding layers,
the two models have different predictive components. As shown on
the top left of fig. 3, FitRec consists of a 2-layer stacked LSTMwhich
simultaneously outputs the prediction of the target variable at all
time steps. FitRec-Attn includes an encoder-decoder network with
an attention mechanism that outputs the prediction at each time



step one by one as shown on the top right of fig. 3. We describe the
details for each component as follows.

3.3.1 LSTM to process sequences. In both models, we use Long
Short-Term Memory (LSTM) [13] to process the input and target
sequences. Given the input sequence X = (x1, . . . , xt , . . . , xT ), an
LSTM learns an update function

ht = f (ht−1, xt ), (1)

where ht , ht−1 are the hidden states of the LSTM at time step t
and t − 1, respectively, and xt is the input at time step t . Different
from traditional RNNs, the LSTM cell introduces several gates and
memory cells. We follow the LSTM structure from [25, 28]:

©«
i
f
o
g

ª®®®¬ =
©«
sigmoid
sigmoid
sigmoid
tanh

ª®®®¬W
(
ht−1
xt

)
st = st−1 ⊙ ft + it ⊙ gt
ht = tanh(st ) ⊙ ot ,

(2)

where s is the cell state; g is the activation function applied on
the input; i, o and f are three sigmoid gates (‘input,’ ‘output,’ and
‘forget,’ respectively); and h is the hidden state of the cell.W is the
learned weight matrix.

In the following sections, we use the notation ‘LSTM’ to repre-
sent the complete update function of an LSTM cell and ignore the
cell state s for simplicity.

3.3.2 Context within and across activities. To address the difficul-
ties in building personalized models, we consider learning attribute
embeddings and contextual embeddings associated with the cur-
rent workout. Specifically, for each attribute input (e.g. user, sport
type, gender), we use attribute embedding layers to obtain latent
representations of these attributes:

eai = Eai (ai ),∀i ∈ [1,m] (3)

where eai is the embedding for attribute ai .
To extract contextual features from historical activity measure-

ments, we use two LSTMs to process the historical sequences Z
and y′ respectively, then concatenate them and feed them into a
linear projection layer to obtain a contextual embedding:

h1,t = LSTM1(zt , h1,t−1),

h2,t = LSTM2(y
′
t , h2,t−1),

et =We [h1,t ; h2,t ] + be ,
(4)

where h1,t and h2,t are the hidden states of the two LSTMs, et is
the projected contextual embedding, and We and be are trained
parameters.

After obtaining these embeddings, they are repeated at each
time step and concatenated with the contextual embedding and the
input variables:

ut = [xt ; et ; ea1 ; . . . ; eam ], (5)

where ut is the new concatenated contextual sequence input at
time step t . The sequences u = (u1, . . . , uT ) ∈ RK×T are then fed
into the cascaded predictive module for different tasks. Here K is
the dimension of each ut .

3.3.3 FitRec. We use a 2-layer LSTMmodel with a projection layer
on the output for the workout profile forecasting problem, which
we call FitRec:

ht = LSTM(ut , ht−1),

ŷt = SELU(WNATht + bNAT ),
(6)

where ht is the hidden state of the LSTM’s second layer, SELU is the
scaled exponential linear unit activation function andWNAT and
bNAT are learned parameters. The MLP output layer’s dimension
is set as the sequence length T . As shown in fig. 3, FitRec will
output the prediction for the whole workout (all T time steps)
simultaneously.

3.3.4 FitRec-Attn. Inspired by the success of the dual-stage atten-
tion RNN in modeling sequential data [25], we build FitRec-Attn – a
dual-stage attention encoder-decoder model on top of the attribute
and contextual embedding module for short term prediction.

Given the concatenated contextual sequences u, we process them
using an encoder LSTM with input attention. Input attention helps
to find the importance of each input dimension among the con-
catenated contextual sequences. Consider uk = (uk1 , . . . ,u

k
T ) for

the kth input dimension of u. An attention score skt is calculated
for uk and the previous encoder hidden state ht−1, which repre-
sents the importance of that dimension at time step t . The weight
is used to scale the original input and build a new input sequence
ũt = (α1tu

1
t , . . . ,α

K
t u

K
t ):

skt = v⊤s (Ws [ht−1; uk ] + bs ) 1 ≤ k ≤ K ,

αkt =
exp(skt )∑K
j=1 exp(s

j
t )
,

(7)

where αkt is the normalized attention score, and vs , Ws and bs are
learned parameters. The newly computed ũt is used to update the
encoder LSTMe :

ht = LSTMe (ht−1, ũt ). (8)
Following the encoder, a decoder LSTM with temporal attention

is used to predict the target yt . Specifically, the temporal attention
score is calculated for each decoder hidden state dt and all encoder
hidden states, which represents how much the encoder hidden
state is related to the decoder. Then the attention scores are used
as weights to produce a context vector ct :

l it = v⊤l (Wl [dt−1; hi ] + bl ) 1 ≤ i ≤ T ,

βit =
exp(l it )∑T
j=1 exp(l

j
t )
, ct =

T∑
i=1

βith
i (9)

where l it and βit are the attention score and normalized attention
score for the t th decoder hidden state and the ith encoder hidden
state. vl ,Wl and bl are learned parameters.

Once the context vector is obtained, it is concatenated with the
previous target variable yt−1 and used to update the decoder LSTM:

ỹt−1 = w̃⊤[yt−1; ct−1] + b̃,
dt = LSTMd (dt−1, ỹt−1),

(10)

where ỹt−1 is a linear transformation of the concatenated context
variable and target variable at time step t (as in [25]).



Given the previous target sequence (y1, . . . ,yT−1), each yt−1 is
processed sequentially and ct and dt are updated. Finally, we obtain
the context vector and hidden state cT and dT at the last time step
T . These two are fed into a linear output layer to predict the target
variable ŷT as shown in fig. 3:

ŷT =WAT [dT ; cT ] + bAT , (11)

where WAT and bAT are learned parameters.

3.4 Objective Function
For both workout profile forecasting and short term prediction, we
use the mean squared error as our loss function:

L =
1

|Ntrain |

∑
y∈Ttrain

L∑
t=1

(ŷt − yt )
2, (12)

where |Ntrain | is the number of total time steps for all workouts in
the training set, and L is the total length of each workout.

4 EXPERIMENTS
In this section, we first introduce the Endomondo dataset, a new real-
world dataset for empirical study. Then we conduct experiments
on this dataset and show the performance of our models for the
two prediction tasks.

4.1 The Endomondo Dataset
We collect data from endomondo.com. The data includes both mea-
surements (i.e., heart rate, timestamps, distance, speed) and con-
textual data (i.e., longitude, latitude, altitude, gender, sport, user
identity). The original data has a high rate of missing measurements
for distance and speed, presumably due to the fact that these fields
are only available from certain devices. Hence we further introduce
two derived sequences: (1) derived distance: Calculate the dis-
tance between two data points given their latitudes and longitudes
via the Haversine formula [26]; (2) derived speed: Divide the de-
rived distance and the time interval between two data points. In our
experiments, we use the derived speed instead of the original speed
(which we found to be unreliable due to missing data or erroneous
magnitude values).

Table 2 lists the variables we use in this work (‘Seq.’ denotes
whether the variable is sequential or not; ‘Der.’ denotes that a vari-
able is derived). Our data includes several other variables such as
weather, hydration, humidity, calories, cadence, etc., though these
variables are much sparser than the variables listed (some are only
available for certain sport types, or from certain wearables); we
leave the exploration of these data for future work.

We discard abnormal data points based on simple rules (e.g. overly
large magnitude, mismatching timestamps, abrupt changes in GPS
coordinates).2 We further keep users with at least 10 workout
records to make sure there is enough data to evaluate our person-
alization strategies. Table 3 summarizes our dataset. The original
dataset contains 253,020 workout records for 1,104 users.3 After

2Which may occur due to sensor error, or more simply due to a user forgetting to
disable the device after returning to their car (for example).
3We collected a contiguous block of workouts, after which we collected the complete
workout histories for all users represented in that block.

Table 2: Description of variables

Variable Seq. Unit

Measure Heart Rate ✓ Beat per Minute (BPM)

-ment Timestamp ✓ Unix Timestamp
Distance ✓ Mile
Speed ✓ Mile per Hour (MPH)

Context

UserID ✗ /

-ual

Sport ✗ /
Gender ✗ Male, Female
Altitude ✓ Meter
Longitude ✓ Degree
Latitude ✓ Degree

Derived Der. Distance ✓ Kilometer (KM)
Der. Speed ✓ Kilometer per Hour

(KMPH)

Table 3: Endomondo dataset statistics

Statistic Original Filtered Re-sampled

# of workouts 253,020 167,373 102,343
# of users 1,104 956 887
Avg. length (hours) 5.998 1.486 1.059
Avg. span (days) / 766 733

filtering, there are 167,373 workout records for 965 users. On aver-
age each user has over 175 workout records that cover an average
span of around 2 years. This makes the dataset promising for the
purpose of studying long-term temporal variation among users.

The original sequences as collected from Endomondo each con-
tain L = 500 data points which are not necessarily sampled in
fixed-width intervals. The sampling interval may vary from sec-
onds to minutes. Rather than considering the problem of imputing
missing values across long intervals, we simply discard workouts
with sampling intervals greater than 1 minute. Furthermore, the
workout data are truncated to 450 time points (out of an original 500)
to account for the fact that many of the workouts tend to complete
before the full 500 time-steps (e.g. during a user’s cooldown).

For the problem of short term prediction, it is important to have a
version of the dataset with a fixed sampling interval (i.e., so that our
predictions always correspond to a fixed amount of seconds in the
future). To this end, we produce a second version of the dataset that
is re-sampled into fixed intervals using cubic spline interpolation
followed by resampling in 10-second intervals.We discard workouts
in cases where resampling generates out-of-bounds values. After
resampling, we further discard those workouts with fewer than 300
samples (i.e., 300 × 10 seconds). Finally, we maintain a subset of
102,343 workout records as shown in table 3.

Our data are highly multi-modally distributed, as the relation-
ship between variables for one user differs significantly from that of
other users, and the structure of the data for one sport differs signif-
icantly from that of other sports (e.g. bicycling uphill vs. downhill
results in quite different heart rate patterns than running uphill
vs. downhill). Our experiments show that the proposed models are
able to learn these complex relations among variables.



Table 4: Parameter settings in our experiments

Model FitRec FitRec-Attn

Hidden Size 64 64
Attribute embed. size 5 5
Contextual embed. size 64 64
Dropout 0.2 0.1
L2 Regularizer 0.01 0.002
Batch Size 512 5120
Learning Rate 0.001 0.005

4.2 Training Procedure
We sort each user’s workouts in chronological order based on the
first timestamp of each workout. Then we split and aggregate users’
first 80% ofworkouts for training, the next 10% for validation and the
final 10% for testing. This is to make sure the contextual information
of a workout in the test set does not appear in the training set.
During training, the target data are not scaled while the input data
are scaled by representing the data points in terms of their z-scores.

We used Keras4 and Pytorch5 to implement our models. Our
models are trained using Adam [14]. We set the size of the LSTM
hidden state, attribute embedding and contextual embedding as
64, 5, and 64, respectively. Attribute embeddings are randomly
initialized and learned from scratch. We add dropout before and
after each LSTM layer and an ℓ2 regularizer on attribute embeddings
and contextual embeddings.

The best hyper-parameters are obtained via grid search on the
validation set. The learning rate is chosen from {0.001,0.005,0.01},
the dropout rate from {0.1,0.2,0.3}, and our ℓ2 regularizer from {0.002,
0.005,0.01, 0.02}. The detailed parameter settings are as shown in
table 4. Training is terminated after 50 epochs. The model that
achieved the best evaluation score on the validation set was run
on the test data to obtain the final performance score. To train the
models with contextual embeddings, we found it more stable to use
a pre-training technique. Specifically, we first initialize the model
parameters using the best model without contexutal embeddings,
then continue training until convergence. All code and data are
available publicly.6

4.3 Evaluation Metrics
We choose two popular metrics in sequential modeling: the Root
Mean Squared Error (RMSE) and Mean Absolute Error (MAE) to
evaluate performance on our two prediction tasks:

RMSE =

√√√√
1

|Ntest |

∑
y∈Ttest

L∑
t=1

(yt − ŷt )2 (13)

MAE =
1

|Ntest |

∑
y∈Ttest

L∑
t=1

|yt − ŷt |, (14)

where |Ntest | is the number of total time steps of all workouts on
the test set Ttest . Note that in our setting the two metrics have
quite different semantics. For example, a model which correctly
4https://keras.io/
5https://pytorch.org/
6https://github.com/nijianmo/fit-rec

Table 5:Workout profile forecasting on speed and heart rate.
∗: significantly better than the second best score (p < 0.05).

Speed (KMPH) Heart rate (BPM)
Model RMSE MAE RMSE MAE

Global mean (train) 11.997 8.532 24.302 18.185
User mean (train) 10.690 6.418 20.117 15.090
MLP 8.998 4.411 18.256 13.918
FitRec (U) 7.144 2.472 18.784 14.142
FitRec (U/S) 7.073 2.381 17.325 13.012
FitRec (U/S/G) 7.328 2.396 18.207 13.831
FitRec (U/S/C) 7.025∗ 2.384 17.051∗ 12.847∗

identified heart rate ‘trends’ but was shifted in time or scale might
be considered an acceptable model; such predictions would incur a
high MSE but a more moderate MAE.

4.4 Results: Workout profile forecasting
We compare FitRec to two baselines and also conduct ablation tests.
Our baselines are:

• Global mean. Predict the target variable at each time step
as the global mean of the training set.

• User mean. For each workout from a user u, predict the
target variable at each time step as the mean value of all u’s
sequences in the training set. This serves as a naïve person-
alized baseline.

• MLP. A variant of a traditional Multilayer Perceptron that
concatenates the learned attribute embeddings, contextual
embeddings and contextual inputs together as its input. The
MLP predicts the target variable at each time step simultane-
ously. The dimension of the MLP’s output layer is the total
length of the sequence. This baseline is used to demonstrate
that the LSTM component of FitRec is better at modeling
these contextual inputs compared to an MLP.

• FitRec (U). FitRec model with user embedding only.
• FitRec (U/S). FitRec model with user embedding and sport
embedding.

• FitRec (U/S/G). FitRec model with user embedding, sport
embedding and gender embedding. This model is used to
measure whether the gender embedding improves FitRec.

• FitRec (U/S/C). FitRec model with user embedding, sport
embedding and contextual embedding.

We use FitRec to predict two types of workout profile: (1) speed
and (2) heart rate, given the expected workout time and a specified
route. In particular, the route is given as a distance sequence and
an altitude sequence along the complete workout.

As shown in table 5, FitRec (U/S/C) with all embeddings outper-
forms each of the traditional baselines. Specifically, it decreases
the RMSE of the best baseline (MLP) by 21.93% and 6.6% on speed
prediction and heart rate prediction, respectively. The user mean
baseline achieves lower RMSE and MAE than the global mean base-
line, demonstrating the need for personalized models for this task.
FitRec (U) with user embeddings achieves further improvements
over the user mean baseline, which shows the efficacy of the learned
embeddings in capturing individual patterns of users.

https://github.com/nijianmo/fit-rec


(a) Biking

(b) Running

Figure 4: Examples of predicted heart rate for different
sports, altitude hasmuch greater influence on heart rate and
speed change when biking as compared to running (for ex-
ample).

Furthermore, our ablation tests exhibit improvements due to the
attribute embeddings and the contextual embedding. FitRec (U/S/C)
outperforms FitRec (U) and FitRec (U/S), except for the MAE on
speed prediction. This may be because speed is sensitive to sport
type, and the previous workout that we use to learn the contextual
embedding has a different sport type from the current workout;
in such cases the contextual embedding may not be informative.
Missing data issues aside, this model could, in the future, be straight-
forwardly extended to consider other attributes such as weather,
humidity, etc.

It is also surprising to find out that an auxiliary gender embed-
ding does not help improve the prediction accuracy of our model:
FitRec (U/S/G) performs worse than FitRec (U/S). There are a few
possible reasons. One is that our data includes 863 males, 80 females
and 13 unknown users. Such an imbalance in data might make it
difficult to learn patterns across different genders. Another possi-
bility is that the user embedding might already encode the user’s
gender information. As such, an auxiliary gender embedding does
not bring any further benefit to the model.

Figure 4 gives examples of the predicted heart rate and speed for
biking and running instances. In both cases the predicted sequences
closely match the trend of the ground-truth during the workout.
Notably, FitRec is able to learn the semantics of different sport types.
For example, entering a downhill portion of a bike ride causes a
user’s heart rate to drop substantially, whereas running downhill
does not result in a heart rate reduction.

Table 6: Short term heart rate prediction. ∗: significantly bet-
ter than the second best score (p < 0.05).

Heart rate (BPM)
Model RMSE MAE

Windowed MLP 3.035 1.919
Seq2Seq+A 2.807 1.720
DA-RNN 2.816 1.733
FitRec-Attn (U) 2.795 1.705
FitRec-Attn (U/C) 2.783∗ 1.695∗

4.5 Results: Short term prediction
For short term prediction, we consider three baselines for auto-
regressive modeling and conduct ablation tests to compare against
the performance of FitRec-Attn.

The baselines are:
• Windowed MLP [10]. A conventional time series model
that considers a sliding window of the target variable’s pre-
vious values, and predicts the target variable at the current
time step.

• Seq2Seq+A [6]. A competitive encoder-decoder baseline
that is widely used in sequential modeling. This model in-
cludes temporal attention between the encoder and decoder.

• DA-RNN [25]. A state-of-the-art attention based RNNmodel
for auto-regressive time series modeling with exogenous
variables. The model includes an input attention mechanism
that assigns weights to each input variable as well as tempo-
ral attention.

• FitRec-Attn (U). FitRec-Attn model with user embedding
only.

• FitRec-Attn (U/C). FitRec-Attn model with user embedding
and contextual embedding.

Because our ablation tests showed that the gender embeddings did
not improve results for short term prediction, we did not include
them in this section.

We use FitRec-Attn to predict the heart rate at each time step t
given the speed and altitude sequences, the previousT −1 heart rate
values, as well as the attribute embeddings and contextual embed-
ding. We choose T = 10 in the experiments. We also experimented
with T = 5, 15, 20 and found that values greater than 10 yield mar-
ginal improvement. When implementing Seq2Seq+A and DA-RNN,
we only use speed and altitude sequences since they do not include
the embedding modules for user and contextual embeddings. The
baseline windowed MLP only considers the previous T − 1 heart
rate values as in traditional autoregressive models.

As shown in table 6, FitRec-Attn (U/C) achieves the best perfor-
mance compared with the other baselines. When only considering
speed and altitude as inputs, attention-based Seq2Seq outperforms
the more sophisticated DA-RNN. This may be because that the
number of input variables is relatively small (2 in this case), leaving
the input attention of DA-RNN as but a source of extraneous com-
plexity. On the other hand, by incorporating user embeddings and
contextual embeddings, FitRec-Attn (U/C) improves results on both
metrics compared to DA-RNN. This demonstrates the effectiveness
of input attention when the input variable is high dimensional.



Table 7: Route recommendation performance

AUC Hit@10 NDCG

User mean (train) 0.500 0.100 /
MLP 0.506 0.106 0.212
FitRec (U) 0.639 0.214 0.262
FitRec (U/S) 0.643 0.234 0.266
FitRec (U/S/C) 0.673 0.272 0.284

5 PERSONALIZED RECOMMENDATION
So far we have shown the effectiveness of our model at generat-
ing ‘black box’ heart rate predictions given contextual inputs. In
this section we illustrate the ability of FitRec to provide personal-
ized recommendations in practice. We consider the following two
recommendation tasks:

• Workout route recommendation: Given expected workout
criteria (e.g. an expectedworkout time, an idiosyncratic heart
rate or speed curve), we suggest routes (i.e. historical routes
from all users) that will match the user’s expectation. This
might be applied if a user has particular heart rate targets in
mind, or simply wishes to identify alternate routes that are
‘similar to’ (in terms of heart rate profile) a route a user has
taken previously. Such a system could be used (for example)
by a user who is traveling but wants to maintain their regular
exercise routine by identifying qualitatively similar routes.

• Short term heart rate prediction: Predict whether a user’s
heart rate will exceed some threshold if they continue at the
current pace during their workout. This might be used to
build a personalized assistant that guides a user’s behavior
(e.g. speed up or slow down) during a workout.

5.1 Route Recommendation
5.1.1 Evaluation Methodology. We evaluate our route recommen-
dation task in terms of ranking performance. To do so, we first use
FitRec to generate a ranked list of candidate routes, given a user’s
expected workout criteria. Then, for each workout in the test set
(positive sample), we consider its route (i.e. distance and altitude
sequences) as the positive route, and randomly sample another 100
workouts as negative routes. That is, given target workout criteria
(heart rate etc.) as input, we are evaluating the model’s ability to
correctly identify the real workout that generated these criteria
by assigning it a higher score than randomly chosen alternatives.
Given these positive and negative routes, FitRec generates a pre-
dicted heart rate sequence for each of them. The similarity between
the predicted sequences and the ground-truth heart rate sequence
is calculated using fast dynamic time warping (fastDTW) [27]. We
use DTW to measure similarity rather than the ℓ2 loss because it is
less sensitive to temporal shifting.

After sorting these similarity scores in descending order, we
obtain the ranked list of all routes, and are interested in the ranked
position of the positive route amongst the negative routes. Here
we consider three recommendation metrics that are commonly
used in ranking-based recommendation [12]: AUC, Hit Rate@K
(Hit@K) and Normalized Discounted Cumulative Gain (NDCG).
AUC accounts for the overall ranking of the positive route, Hit@K

(a) Map of the ground-truth route.

(b) Map of the recommended alternate route.

Figure 5: Examples of a recommended route. The model rec-
ommends an alternate route that is similar to the ground-
truth (i.e., both routes are comparable hill-climbs).

measures whether the positive route appears in the top K of the
list, and the NDCG uses a graded relevance criterion to evaluate
the overall quality of the ranking.

5.1.2 Performance Analysis. Table 7 shows the performance of
route recommendation on the test set. We find that baseline mod-
els exhibit poor performance on personalized route modeling: (1)
The user mean baseline does not take into account the route (i.e.,
distance, altitude) information; and (2) the MLP model considers
routes as input during learning, but fails to rank the positive routes
higher than other routes (its AUC of 0.506 is close to that of the User
Mean baseline). On the other hand, FitRec with user embeddings is
able to recognize the difference between routes and outperforms
baseline models in all metrics. After adding the attribute embed-
dings and contextual embedding, themodel’s performance is further
improved.

Figure 5 presents an example of a recommended route given
by our model (i.e., the route ranked first on the ranked list, other
than the ground truth) along with the ground-truth route. As the
route map shows (marked in blue),7 both the ground truth route
and the recommended route are ‘hill climbs’ of approximately the
same length and difficulty (the red bounding box in each route map
is the region with the greatest altitude during the workout). This
shows the effectiveness of the model to recommend alternate but
semantically similar routes.

7Snapshot from endomondo.com



Figure 6: Performance of short-termexcessive heart rate pre-
diction

Figure 7: Example of short term excessive heart rate predic-
tion.

5.2 Short term heart rate prediction
The goal of this task is to predict whether a user’s heart rate will
exceed some level if the user continues their workout at the cur-
rent speed. We assume there is a threshold value predefined by
each user that she/he considers to be a desirable maximum heart
rate. We consider four different threshold values: 180, 185, 190, 195
and compute three metrics to demonstrate the effectiveness of our
model to anticipate rapid heart rates in test sequences.

5.2.1 Evaluation Methodology. For each workout we construct
two binary sequences (b1, . . . ,bL) and (b∗1 , . . . ,b

∗
L) (of predictions),

where bt / b∗t equals 1 if the groundtruth / predicted (respectively)
heart rate at timestep t exceeds a pre-defined threshold (zero oth-
erwise). We then calculate Precision, Recall, and Macro-F1 scores
based on these two binary arrays to evaluate the performance of
predicting whether the speed will exceed the threshold.

5.2.2 Performance Analysis. Figure 6 demonstrates the performance
of FitRec-Attn when given different threshold values. As we can see,
FitRec-Attn (U/C) achieves a better F1-score compared to other base-
line models for all threshold values. Specifically, the improvement
of FitRec-Attn increases as the threshold value increases.

Figure 7 shows an example of short term heart rate prediction.
Note that for this task, the model takes as input the observed heart
rate values for the previousT −1 time steps; therefore the prediction
is more accurate than in our previous experiment. In the figure
we see an abrupt change in altitude, following which the model
successfully predicts the heart rate will reach a high value (i.e. over
185 BPM).

(a) User embedding learned for
heart rate prediction.

(b) User embedding learned for
speed prediction.

Figure 8: 2d t-SNE of the learned user embedding, and its re-
lationship to user segments in terms of heart rate and speed.

5.3 What have the user embeddings learned?
To qualitatively explain what has been captured by the learned
user embeddings, we use t-SNE [22] to project them into low-
dimensional vectors. Figures 8a and 8b show the 2d t-SNE of the
user embeddings learned for the tasks of predicting heart rate and
speed, respectively.

For heart rate, we calculate the average heart rate of each user
based on all of their workouts. We classify them into four cate-
gories by threshold values: < 130, < 145, < 160, and ≥ 160 (BPM).
Similarly for speed, we calculate the average speed of each user
for all of their workouts. We classify them into three categories
by thresholds: < 10, < 25, and ≥ 25 (KM per Hour). As shown in
figs. 8a and 8b, users that fall into the same class (i.e., with similar
average heart rate and average speed) seem to have closer user
embeddings.

6 CONCLUSIONS
We present FitRec – a system that addresses sequential prediction
problems in fitness and exercise data and can serve as a building
block for developing personalized fitness recommendation applica-
tions. We achieve this by learning embedded representations from
auxiliary information such as user identity, sport type and historical
workout sequences, each of which is incorporated into an LSTM
based sequential modeling framework. We verify that the model
is capable of providing high quality prediction on tasks centered
around estimating users’ heart rate sequences, such as workout
profile forecasting and short term prediction. We conduct extensive
experiments on a new real-world dataset and demonstrate that the
model outperforms other baselines without auxiliary embedded
representations consistently on both tasks. Furthermore, the model
shows promising performance on recommendation tasks such as
recommending alternate workout routes and short-term excessive
heart rate prediction. Visualizations also show that the learned
embedded representations are useful for identifying distinct user
segments. In the future, we are interested in applying FitRec to rec-
ommendation tasks with more complex scenarios (i.e. safety-aware
route recommendation) and incorporating other auxiliary data (i.e.
interactive recommendation).
Acknowledgements. This work partly supported by NSF#1750063.
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